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Abstract: The primary goal of the present study is to use the neural network method in analyzing the preferences of customers of food chain stores. Valuable customers were identified using neural network methods and clustering methods. Then, valuable customers were classified by classification methods. Then, the preferences of valuable customers were identified. It was done by the association rules approach.  Additionally, using classification and clustering methods, useful patterns were found to identify and analyze the behavior of outbound and non-outbound customers. After a series of data preparation and pre-processing operations, each customer's information and their transactions were determined.  The primary data were based on each customer's transaction. After the data preparation and pre-processing operations, a set of data was obtained that was related to each customer and recorded their information.  Neural network methods were used to classify valuable customers and leaving customers and this network was compared with other methods. Concerning K-means clustering, the output of this algorithm could identify valuable customers and analyze the customers who left or were loyal.  Association rules were also used for the cluster of valuable customers to identify the preferences of valuable and non-leaving customers.
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Introduction
In an increasingly competitive retail landscape, understanding customer preferences has become central to enhancing consumer satisfaction, improving customer retention, and refining strategic marketing initiatives. Businesses today no longer thrive on product superiority alone; rather, they must integrate technological tools to interpret consumer behavior dynamically. With the explosion of consumer data and advances in artificial intelligence (AI), especially in machine learning (ML), analyzing customer preferences with high accuracy has become not only possible but also essential for long-term viability. Traditional survey-based methods of understanding customer choices are being replaced—or significantly augmented—by data-driven analytical models capable of detecting nuanced behavioral trends and predicting future actions [1, 2].
Within this context, neural networks have emerged as powerful tools for deciphering complex and nonlinear customer behaviors by learning patterns from historical transactional data. These models offer the ability to cluster, classify, and predict customer segments, especially valuable in domains where consumer behavior varies widely across product categories and shopping contexts [3]. For example, in food retail chains, where customers exhibit diverse preferences and shopping frequencies, neural networks can help uncover underlying patterns that traditional methods might overlook. The strength of such approaches lies in their ability to learn from data without being explicitly programmed with rule-based logic, making them ideal for capturing hidden relationships among variables [2].
A key advantage of machine learning in preference analysis is the ability to segment customers based on not just their explicit demographic characteristics but also their implicit behavioral traits—how often they shop, what they purchase, the sequencing of their purchases, and their reaction to pricing strategies. Models like clustering algorithms, decision trees, and backpropagation neural networks can uncover latent patterns in massive datasets [4]. In particular, combining classification techniques with clustering and association rule mining allows businesses to derive comprehensive insights: identifying not only valuable customers but also those at risk of churn, and tailoring engagement strategies accordingly [5].
Churn prediction, in fact, has become a focal point in the study of customer behavior analytics. High customer turnover is detrimental to long-term profitability, and understanding the triggers for churn is critical to devising effective retention strategies. Several researchers have used hybrid models that combine supervised learning techniques with clustering to predict customer exit patterns with commendable accuracy [6-8]. In a related development, studies have integrated neural networks with fuzzy logic systems and ant colony optimization techniques to enhance credit scoring and behavioral prediction, underscoring the relevance of advanced modeling in customer analytics [9].
Moreover, consumer preference modeling is no longer static; it demands continuous recalibration. As purchasing behaviors evolve due to social trends, economic shifts, or seasonal demands, the analytical frameworks must also adapt. Research has proposed dynamic models of preference analysis using deep learning and collaborative filtering to integrate real-time inputs from multiple sources, including IoT devices and social networks [10]. These approaches underscore the importance of leveraging multiple data streams in building robust models for customer-centric decision-making.
Another significant advancement in this domain is the integration of business intelligence (BI) systems with AI-driven modeling. BI maturity frameworks now include modules for preference analytics, allowing for strategic alignment between operational decisions and market needs [11]. This integration facilitates the transition from descriptive to predictive and even prescriptive analytics, wherein organizations not only interpret what has happened but also anticipate future outcomes and prescribe optimal actions.
Customer value segmentation further enhances the ability to allocate resources strategically. By combining Recency, Frequency, and Monetary (RFM) metrics with machine learning, companies can prioritize engagement strategies for high-value customers while deploying churn prevention tactics for at-risk segments [12, 13]. Moreover, the ability to predict the impact of pricing on customer choice through neural networks has opened new frontiers in personalized recommendation systems, allowing businesses to align their offerings more closely with customer sensitivities [2].
Notably, researchers have underscored the importance of feature selection and dimensionality reduction techniques such as Principal Component Analysis (PCA) to enhance model efficiency and accuracy [14]. In data-intensive environments like retail chains, where each transaction can have dozens of associated variables, intelligent feature engineering becomes vital. For instance, identifying key variables such as product categories, time of purchase, seasonal patterns, and customer interaction history enables more precise segmentation and forecasting [15].
Furthermore, advances in sequential pattern mining allow for the extraction of frequent purchase sequences, enabling the generation of association rules that inform cross-selling and up-selling strategies [16]. When combined with neural networks, these rules can form the basis of intelligent recommendation engines tailored to individual customer profiles. These hybrid systems do not merely enhance customer satisfaction; they also lead to substantial improvements in operational efficiency and marketing ROI [17].
A unique contribution to the current study is its focus on integrating customer preference analysis with churn prediction and value segmentation in a unified model. Unlike studies that treat these components in isolation, the integrated framework employed here allows for a holistic view of customer life cycle management. For example, a customer might exhibit high monetary value but also show churn tendencies; such insights are only possible through a multi-dimensional analysis using neural networks and clustering models in tandem [4, 5].
The applicability of such integrated models extends beyond retail. Broadcast industries, telecommunications, and e-commerce platforms have successfully implemented similar models to address churn and personalize service delivery [1, 12, 18]. The scalability and adaptability of these models are enhanced by the use of open-source tools and platforms such as RapidMiner and Tableau, which facilitate the visualization and transformation of high-dimensional customer data.
Importantly, preference modeling is increasingly being used not only for predicting product interest but also for informing the design and development of new products. This shift toward co-creation reflects the broader trend of involving customers more directly in the innovation process. Studies have demonstrated how customer-generated data can inform product features, aesthetics, and even branding strategies through intelligent data mining techniques [2, 14].
Despite the promising prospects, some challenges remain. Data quality and integration issues can compromise the effectiveness of machine learning models. Moreover, ethical concerns related to privacy and algorithmic bias must be carefully addressed when collecting and analyzing customer data. Nevertheless, with appropriate governance frameworks and transparent modeling practices, these challenges can be mitigated to maximize the value extracted from customer data [8].
In light of the above, the present study endeavors to apply a hybrid analytical framework incorporating neural networks, clustering algorithms (like K-means and SOM), and association rule mining to analyze customer preferences in a food chain retail setting. Drawing upon a rich dataset of over half a million customer transactions from a regional chain store, the study aims to classify customers based on their value and churn risk while simultaneously uncovering their purchasing preferences. 
Methodology
Based on recent studies, this study presents a hybrid model of data-mining algorithms and machine learning to analyze the value, default, and preference of customers. Previous studies have separately used data mining techniques for each of the above three concepts. However, a hybrid model is needed to consider simultaneously the value, default, and preference of customers. In this model, using data mining techniques, it is possible to identify valuable patterns in the large volume of customer data. Patterns can identify valuable customers. Also, defaulting and non-defaulting customers are identified, and finally, the preferences of valuable and non-defaulting customers are discovered. Companies may separately analyze customers based on their value the degree of default, and their preferences. However, in some cases, customers may be valuable but the degree of default has not been calculated. Also, companies cannot identify the preferences of valuable customers and it makes customer leaves the company and this customer becomes one of the defaulting customers. Figure (1) shows the conceptual model of the study.
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Figure 1. Research conceptual model
As shown in Figure (1), data mining and machine learning techniques are first used to analyze customer datasets. Appropriate machine learning and data mining techniques were used in this study. After applying machine learning algorithms, valuable patterns are identified in the dataset. Companies can use the proposed model of this study to identify and determine the important characteristics of their customers.
Steps of the research proposed model
The research methodology is based on data mining and machine learning methods.
1. First, chain stores are analyzed. The primary goal is to identify the preferences of valuable customers and their leaving.
2. In the next step, customer data are collected. This dataset is located in the database of the store's customers.
3. Then, data are pre-processed.
4. In the fourth stage, modeling is done. First, customer segmentation is done based on preferences, leaving, and value of customer using the clustering methods.
It means that customers who are more similar to each other, their preferences and reasons for leaving may also be similar. After the clustering of customers, it is possible to classify the preferences and leaving of customers for each cluster using neural networks such as MLP, RBF, and other machine learning methods.
5. The results are compared and the best performance is determined to identify the valuable customer and predict the customer's preference and leaving.
6. In the last stage, by using the obtained results, recommendations and strategies are presented regarding customer preferences and their leaving, and a strategy is developed for valuable customers.
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Figure 2. Steps of the research proposed model
In the data pre-processing stage, some important operations are performed to prepare and pre-process the data. In this stage, several methods of attribute selection are used. These algorithms identify important attributes in the dataset. To implement the proposed model, a dataset of customers of chain stores is used. The dataset is related to the customers of Kashan Amirkabir chain store No.27. Since most customers purchase from the store near their place, it is better to analyze the customers and their behavior based on each store separately. Combining information from multiple stores may not provide valuable patterns by machine learning and data mining methods. The primary dataset includes 13 variables or attributes and 541032 records or instances. Each record refers to a transaction. The following table provides some examples of completed data records.
Table 1. Some examples of completed data records
	Store name
	Goods name
	Product barcode
	Customer number
	Season
	Month
	Day of week
	Day
	Net sales amount 
	Last date of sale (date)
	Total number of products sold 
	number of sales invoice

	27 Kashan Amirkabir
	Butter Pak 25 g
	6260063200821
	9010222018
	Summer
	August
	Thursday
	20
	61,009
	14010520
	1
	1

	27 Kashan Amirkabir
	Polywash active laundry liquid 2500 g, 6 pieces, purple
	6262825805695
	9010222018
	Summer
	August
	Thursday
	20
	878,642
	14010520
	1
	1

	27 Kashan Amirkabir
	Crispy Minoo 125 g, 25 pieces
	6260100103306
	9010222018
	Summer
	August
	Thursday
	20
	91,743
	14010520
	1
	1

	27 Kashan Amirkabir
	Lavender washing machine powder for deep cleaning, 500 g
	6260105004974
	9010222018
	Summer
	August
	Thursday
	20
	142,824
	14010520
	1
	1

	27 Kashan Amirkabir
	pasteurized butter 25 g
	6260161539946
	9010222018
	Summer
	August
	Thursday
	20
	60,853
	14010520
	1
	1

	27 Kashan Amirkabir
	Ghanche Plus sunflower Tocopherol liquid oil 1350 g
	6260101802659
	9010222018
	Summer
	August
	Thursday
	20
	963,900
	14010520
	1
	1

	27 Kashan Amirkabir
	Saei low-absorption frying oil 810 g
	6260295101705
	9010222018
	Summer
	August
	Thursday
	20
	613,040
	14010520
	1
	1



Machine learning and data mining methods are used to determine customer preferences, customer value, and customer leaving after data preparation and pre-processing and based on the proposed model. The number of records is 541013 transactions and the number of variables or attributes is six. Then, we define a record for each customer using the pivot operation. We changed the dataset so the rows represent the customers and the columns represent the variables related to each customer. Tableau software is used for this purpose. Before using it, to convert the month values into numbers, we use the filtering method and, for example, we set April equal to 1 and until September, which is equal to 6.
Findings and Results
In this section, according to the proposed model in the third chapter, some classification methods are presented using neural network methods and the RBF model to find appropriate classification patterns in the dataset.
1- Classification models can predict and classify based on the purchase or non-purchase of any of the goods. Thus, we consider one of the goods as the target attribute and other attributes as independent variables. The results of the implementation in the neural network are as follows. Here, for example, we consider item 2200170 as the target attribute. We do the following steps: First, we use the decision tree.
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We also take the following steps in the validation section.
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The results are as follows: 
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As seen, the accuracy of the decision tree is 98.44. The decision tree is as follows:
[image: ]

If item 2202312 is purchased, and item 2203314 is also purchased, item 2200170 is also purchased. If item 2202312 is not purchased, and item 2203314 is not purchased, item 2200170 is also not purchased.
2. Customers can be classified based on each of the RFM variables separately. It means that each of these values should be considered separately as a target attribute. For example, consider variable F as the target attribute and determine other attributes as independent variables.  The results of customer classification are presented in the following tables. We do this as an example for variable F1. First, this variable should be discretized and divided into several intervals. In this method, goods variables are considered as independent variables and discrete F1 variable as dependent variable. The goal is to design a model that predicts which goods will be purchased. It is predicted that the F1 value will increase or decrease in the future. First, 100 attributes or products that can be more related to attribute F1 are identified. Then, using these 100 products, a classification model is built to predict the number of customer transactions. The results are as follows. The accuracy of the model is about 86%.
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The important variables or goods related to the F1 attribute are as follows:
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The confusion table to determine the classification accuracy is as follows:
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The structure of the neural network is as follows.
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3- The target variable can be determined as one of the purchased goods. For example, it determines which customers purchase one of the specified goods. Thus, customers can be classified based on other customer characteristics and the rules and patterns governing the purchase of a specific product can be determined in the dataset. The results of the implementation of this classification model in the neural network are as follows. Item 2200170 is considered an output or target attribute.
The output of the neural network model
[image: ]
Importance of variables
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Network structure 
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4. Another method is the classification of customers based on their leaving the store. Therefore, the customer leaving variable is determined as the target attribute in the dataset. To classify customers based on customer leaving, a period is defined in which customers who have not had a transaction during that period are classified as leaving customers. The results of the implementation of the neural network model are as follows. In this method, goods variables are included as input variables, and customer leaving variable is considered as target variables. In this regard, RapidMiner software is used. Also, the second cluster is considered as a dataset in terms of better performance. The procedure is as follows. First, the dataset of the second cluster, which is related to more valuable customers, is recalled. The operation is performed in the RapidMiner software. RapidMiner software can be used to filter the data of the second cluster.
Decision tree
Accuracy 
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Tree sample
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KNN method with K equal to 4
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One of the methods is to cluster customers based on their preferences. Customer preferences in this method mean to purchase goods. For example, customers may have similar purchasing patterns in a cluster. Thus, we first consider each product as an attribute and then decide whether each customer purchases or not to purchases.  Finally, these goods are identified as attributes of the dataset. By clustering, we can determine association rules in each cluster and identify frequent purchase patterns in each cluster. The results of K-means and SOM clustering methods are presented below. It is also possible to identify customer preferences based on the RFM variable and the customer leaving variable. For example, what are the preferences of valuable customers or what are the preferences of leaving customers?
First, we cluster the preferences of the customers who are more valuable than the first cluster and also the customers who do not leave.
The steps of the procedure are as follows:
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In two clusters, the Davies-Bouldin index is -4.91.
In 3 clusters, the value of this index is -3.46.
In 4 clusters, the value of this index is -4.84.
Therefore, the number of clusters is recommended to be 2. After determining the number of clusters into two clusters, it is possible to determine the association rules in each cluster. The number of customers in each cluster is as follows. The number of customers is 1644 in the first cluster and 211 customers in the second cluster. As an example, the association rules for the second cluster are determined. We should create this dataset. Therefore, we filter the customers of the second cluster. In this regard, the write CSV operator is used.
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Then, we use the new dataset to create association rules. For this purpose, we use the following process.

[image: ]
A filter example was used to filter the second cluster. Also, the minimum support and confidence value is 0.95.
Some frequent items and rules are as follows. 
[image: ]

Also, some frequent patterns are as follows:
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For example, some patterns for item 2204364 are as follows.
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Also, some of the association rules related to this product are graphically shown below.
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We can also find the association rules related to the customers who were in the second cluster, i.e. the valuable cluster, but have left.
Discussion and Conclusion
The findings of the current study underscore the effectiveness of integrating neural network-based methods with clustering and association rule mining for the classification of valuable customers, prediction of customer churn, and extraction of customer preferences in chain food stores. The implementation of both Multi-Layer Perceptron (MLP) and Radial Basis Function (RBF) neural networks facilitated accurate classification models, achieving high precision rates—such as 98.44% accuracy using decision tree modeling for predicting product purchases. Furthermore, the use of K-means clustering effectively segmented customers into meaningful clusters, distinguishing between loyal and at-risk customers. Association rule mining added an additional analytical layer, revealing specific product associations and preference patterns among high-value, non-leaving customers. These results confirm that the hybrid application of machine learning techniques enables a granular understanding of customer behavior and contributes to more targeted marketing and retention strategies.
The high accuracy achieved in classifying customer behavior using neural networks aligns with the growing consensus in the literature regarding the superiority of machine learning techniques in handling large, complex datasets. As demonstrated in studies such as [2] and [3], neural networks are particularly adept at modeling nonlinear relationships between variables and can effectively learn from large-scale transaction histories. In the current study, neural networks not only demonstrated impressive classification power but also proved versatile in their application—being used for both purchase behavior prediction and churn analysis. Similarly, the application of clustering techniques, particularly K-means, aligns with findings from prior research indicating the usefulness of unsupervised learning for customer segmentation based on hidden behavioral traits [5, 17].
Another significant contribution of this study is its application of association rule mining to uncover customer preferences within identified clusters. The integration of this technique allowed the study to go beyond identifying churn risk and value segmentation to explore the products that tend to co-occur in high-value transactions. These findings resonate with prior work in the domain of preference analysis, such as [16], who used sequential pattern mining to identify latent customer preferences, and [10], who demonstrated that deep learning and collaborative filtering approaches can uncover precise product affinity patterns when trained on social and behavioral data. The present study builds on these findings by integrating rule mining directly into the clustering and classification pipeline, offering a novel and practically relevant contribution to customer analytics.
The emphasis on the value of behavioral indicators, such as recency, frequency, and monetary (RFM) scores, in predicting churn also finds support in the literature. Prior studies, including [8, 12], have shown that RFM variables are strong predictors of both future customer value and churn likelihood. This study confirmed that customers with higher values in these metrics were more likely to be retained and to exhibit consistent product preferences, further validating the predictive power of these variables in customer life cycle analytics. Moreover, by defining churn as the absence of transactions over a specified period, the study operationalized a dynamic model of customer loyalty, as encouraged by [4], who emphasized the need for real-time behavioral tracking in churn prediction systems.
The results also show that valuable customers tend to exhibit high inter-product association in their purchases, which suggests that product bundling strategies could be developed based on these insights. This finding is consistent with the research of [14], who used purchasing data to support product design features aligned with customer preferences. By using similar purchasing datasets, the current study reveals that association rules derived from high-value customers' behaviors can be used to tailor offerings, marketing messages, and even inventory decisions. This level of specificity is valuable for chain stores where shelf space and promotional campaigns must be optimized.
The ability to predict customer leaving behavior using neural network classification also confirms and extends earlier work. As shown in studies like [6] and [7], the combination of artificial neural networks with feature selection and hybrid algorithms results in superior churn prediction models. The current research supports these claims by demonstrating that neural networks, when applied to a refined dataset after pre-processing and feature selection (using principal component analysis), deliver reliable and actionable outputs. This strengthens the argument that AI-based churn models can enhance customer relationship management systems by identifying at-risk customers in a timely manner.
From a business intelligence standpoint, the study’s integration of neural models and association rules into a cohesive analytical pipeline also aligns with recent frameworks in organizational analytics maturity. For instance, [11] emphasized that advanced analytics tools such as machine learning models are pivotal to elevating business intelligence maturity from descriptive analytics to prescriptive decision-making. This study reflects that shift by offering practical, evidence-based strategies derived from high-dimensional customer data.
Moreover, the integration of preference modeling with value segmentation in this study supports the holistic view of customer profiling advocated in [13] and [18], where emotional, contextual, and behavioral factors are considered in tandem. Instead of viewing value, preference, and churn risk as independent constructs, this study presents them as interrelated components of a unified customer model. This approach also echoes findings from [15], who showed that customer preferences in a clustered environment reflect deeper socio-demographic and psychographic commonalities, especially in markets where religious or ethical dimensions influence purchasing decisions.
Despite the promising results, this study is not without limitations. First, the dataset was sourced from a single food retail chain (Kashan Amirkabir store No. 27), which may limit the generalizability of findings across diverse retail contexts. Customer behaviors, preferences, and churn patterns may differ in other regions, cultures, or sectors such as e-commerce or electronics retailing. Additionally, while the use of neural networks and clustering methods provided strong predictive capabilities, the black-box nature of neural networks sometimes makes interpretation and transparency challenging, particularly for managerial decision-making. The accuracy rates may also be partially influenced by overfitting to the specific transactional characteristics of the store's database. Moreover, the study's operational definition of churn as a lack of transaction in a defined time window may not capture the full complexity of why customers stop purchasing, such as dissatisfaction or external socioeconomic factors. Lastly, although association rules revealed useful product relationships, they may not fully account for causality or seasonal and promotional effects.
Future research should consider expanding the scope of analysis to multiple branches or different sectors to enhance the external validity of the model. It would be particularly beneficial to compare food retailing datasets with those from apparel, electronics, or online platforms to observe sectoral differences in predictive accuracy and model robustness. Additionally, longitudinal data tracking customer behavior over time would enable the analysis of preference evolution and the temporal aspects of churn, adding richness to the current static analysis. Future studies could also explore the integration of sentiment analysis from customer reviews, social media, or service feedback to complement transaction-based data with unstructured behavioral insights. Further model optimization could involve testing additional deep learning architectures such as LSTM (Long Short-Term Memory) or Transformer-based networks that are suited for sequential purchase behavior prediction. Finally, incorporating explainable AI techniques could improve the interpretability of neural models, making the findings more accessible for decision-makers and marketers.
Organizations aiming to optimize customer relationship management should consider integrating clustering, classification, and association rule mining into a unified data analytics platform. Chain stores can utilize such models to identify high-value customers, detect early signs of defection, and tailor product recommendations based on purchasing patterns. The insights derived from customer segmentation and preference analysis can be used to inform inventory decisions, develop targeted marketing campaigns, and personalize loyalty programs. By leveraging neural network models, companies can automate predictive functions and reduce dependency on manual analysis, enhancing operational efficiency. Retail managers are also encouraged to invest in the necessary infrastructure and training to interpret complex AI-driven insights. Furthermore, these analytical techniques can assist in the co-creation of value by aligning product offerings with emerging customer needs and feedback trends.
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‘analysis was performed to describe the trends, aftfudes, and opinions of the customers. (Yu et al, 2017) presented
2 dynamic customer preference analysis system to identify product portfolios using 2 sequential pattern mining
‘method. In this artcle, customers’ transactions were first identified. Then, based on them, customer needs and
product attributes were extracted. Then, hidden and useful patterns were identified in the dataset using the A
priori assaciation rules data mining algorithm. The results revealed that customer preferences can be identified
from the patterns and association rules of the output of this algorithm.(Zhang et al, 2020) used machine learning
‘methods (the hierarchical clustering method was originally used) to design product atiributes based on customer
preferences. This aticle analyzed customer purchase data. Sales data were vsed to analyze the results. (Chen et
al,,2021) presented 2 nevral network system for developing a price-sensitive recommender model for predicting
customer preferences and selections. The results of this article can be used to provide a framework for modeling
customer preferences. In this article, a neural network was used to provide a recommender system i the area of
retail sales. The natural language processing method was also used for data analysis.

Research conceptual model

Based on recent studies, this study presents 2 hybrid model of data-mining algorithms and machine learning to
analyze the value, default, and preference of customers. Previous studies have separately used data mining
techniques for each of the above three concepts. However, 2 hybrid model is nseded to consider simultancously
the value, default, and preference of customers. In this model, using data mining techniques, it is possible to
identify valusble pafterns in the large volume of customer data. Patterns can identify valuable customers. Also,
defaulting and non-defavlting customers are identified, and finally, the preferences of valuable and non-defaulting
customers are discovered. Companies may separately analyze customers based on their value the degree of default,
‘and their preferences. However, in some cases, customers may be yaluable but the degree of default has not been
calculated. Also, companies cannot identify the preferences of valuable customers and it makes customer leaves
the company and this customer becomes one of the defaulting customers. Figure (1) shows the concepfual model
of the study.

Data mining and
machine learning
techniques
v v v
Analysis of customer Customer default and Customer life cycle.
preferences non-default analysis value analysis
v

Description and classification of customers
based on their value, default, and preference

Figure 1: Resech consaptual model
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3. Then, data are pre-processed.

4.In the fourth stage, modeting is done. First, customer segmentation is done based on preferences, leaving, and
value of customer using the clustering methods.

It means that customers who are more

a0 each other, their preferences and reasons for leaving may also be
similar. After the clustering of customers, it is possible to classify the preferences and leaving of customers for
each cluster using neural nefworks such as MLP, RBF, and other machine learning methods.

5. The results are compared and the best performance is determined to identify the valuable customer and predict
the customer's preference and leaving.

6. Inthe last stage, by using the obtained results, recommendations and strategies are presented regarding customer
preferences and their leaving, and 2 strategy is developed for valuable customers.

Customer data set

Customer data preparation and pre-
processing operations

!

Selecting the features and using the
principal component analysis
method
T

v v

Using MLP and RBF neural networks
for customer classification

‘Applying K-means clustering and
SOM for customer segmentation.

v v

Comparison of classification models
based on performance indicators

Comparison of clustering models
based on performance indicators

v v

Using the best model for customer
classification

Using the best model for customer
segmentation

v v

Forecasting customers based on
value, leaving, and preference of
customers

Customer segmentation based on
value, leaving, and preference of
customers

Figure 2: Saps of the resarch proposed mods]

In the data pre-processing stage, some important operations are performed to prepare and pre-process the data. In
this stage, several methods of attribute selection are used. These algorithms identify important atiributes in the
dataset. To implement the proposed model, a dataset of customers of chain stores is used. The dataset i related
to the customers of Kashan Amigkabis chain store No.27. Since most customers purchase from the store near their
place, it is befter to analyze the customers and their behavior based on each store separately. Combining
information from multiple stores may ot provide valuable patterns by machine learning and data mining methods.
The primary dataset includes 13 variables or atiributes and 541032 records or instances. Each record refers to
Text Predictions: On D Focus B ———F+——+

Engiish (United States % Accesivily:Investioate





image6.png
) <new process*> — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

Eile  Edit
A\ emHE |-

Repository

oe >

& mohammag2 (monammad - v1, 8/20/20 11:55 AM - 1

&P projedt_1 (monammad - vi, 62221 12:23 Pt

m
P salam (morammed - v1, 103020 1262 P - 318)
B spine (monammas -vi, 722 602 Pit - 3018)
& 1Y (monammad - v1, 9114720 7.0 FI - 0148)
B cata_inal (roharmmad - v1. 122622 1048 A - 8841
» B NewLocalRepository (monsmmss)

b CloudRepository (isconnecies) v
< [} >

Operators
peror x

~ I3 validation (17) ~
B Performance (17)
~ B Predictive (7)
% Performance (Classification)
% Performance (Binominal Classification)
% Performance (Regression)
% Performance (Costs)
% Performance (Ranking) v

+ Get More Operators

Process View Connections Cloug _ Sefings _Extensions.

Process

© process »

i

Retrieve data_final

Views:

Numerical to Binomi...

Results

Select Attributes

100%P2 P P H G @

3

Validation

73

YA

<
Recommended Operators

S Create Association Ru

c MF w g e

v

v

- -

w g

"

—_—

37% | ApplyModel

2 28%

 Fiter Examples

Parameters

Togverbosity it via
Togtle B la
resultle (B[O
randomseed 2001 ;
send mail never via
encoding SYSTEM via
2 Hide acvanced parameters

/ Change compatiblity (71,001

Help

14 Process

Synopsis

The root operator which s the outer
most operator of every process.

Recommendations Update N

2 IAE

IZEN

& (P& 0




image7.png
) <new process*> — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

G=Iioy X ]

Eile  Edit
A\ emHE |-

Repository

oe >

& mohammag2 (monammad - v1, 8/20/20 11:55 AM - 1

&P projedt_1 (monammad - vi, 62221 12:23 Pt

m
P salam (morammed - v1, 103020 1262 P - 318)
B spine (monammas -vi, 722 602 Pit - 3018)
& 1Y (monammad - v1, 9114720 7.0 FI - 0148)
B cata_inal (roharmmad - v1. 122622 1048 A - 8841
» B NewLocalRepository (monsmmss)

b CloudRepository (isconnecies) v
< [} >

Operators

perfor x

~ I3 validation (17) ~
B Performance (17)
~ B Predictive (7)
% Performance (Classification)
% Performance (Binominal Classification)
% Performance (Regression)
% Performance (Costs)
% Performance (Ranking)

+ Get More Operators

Process View Connections Cloug _ Sefings _Extensions.

vews | Do Resuts @ auesions -
Process Parameters
© Process » vaiidation » 100%0 £ £ 4 % w [ % Vaidaton (X-Vaidaton)
/| average performances only i
Dectsion Tree Apply Model Pertormance

. leave one out o

number of validations | 10 ©

‘sampling type automatic v|@

use local random seed ©

% Hioe aovanced parameters

/ Change compatibiity (7.1.001

Help

*? X-Validation
RapidMiner Studio Core

Synopsis.

This operator performs a cross-

validation in order to estimate the
statistical performance of a learning
operator (usually on unseen data sets). v/

Recommendations Update N

Recommended Operators (i v

] Create Association Ru. 37% | ApplyModel 22 28% | VP Filter Examples o8 25%

2 IAE

IZEN

& [ &« O ﬂ




image8.png
) <new process*> — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 = ) s
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

M ExampleSet (Set Role) M ExampleSet (/Local Repository/data_final) Repository
Result History x % PerformanceVector (Performance) . Tres (Decision Trez) © raavaa _.
Criterion @ Tabie View, () PlotView 8
‘ acauracy » [ Samples A
» 308
erformance ‘accuracy: 98.44% +1- 0.88% (mikro: 98.44%) ~ I Local Repository (menarmad)
e false tetue class precision » [ Work (morammes)

» [ mamali (monammad)
pred false. 1571 2 98.37%
» [ processes (monammed)

Desciption prec e 3 25 9884% B 800Kt (ronammd - 11 122822 7:12

aass recal 981% s075% B B0z monarmmas -1 1228223271
P —

[ e T ———
Anotatons B Global Superstore Orders 2016 o

& 103 (renarmaa 1 121122 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B c_data (ronarmes 1, 5720 12577
[ T ——————
B cluster_2 onammes -1, 12252251

B clustering_data rerarmas 1. 110

< [l 5 | [l >
Recommendations Update [

IZEN cpgan |

O C]





image9.png
) <new process*> — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 = ) s
File Edit Process View Connections Cloud Seftings Extensions

)] B (»]-]E vous: [ Resuts @ aesions? ~

[l ExampleSet (Sat Rols) l ExampleSet (//Local Repository/data_final) Repository.
Result History x % PerformanceVector (Performance) . Tree (De © raavaa _.
Zoom » [ Samples A
Z Pole) » Hos
€D ~ Bl Local Repository (mnsmmss)
Hode » Bl Work (monammad)
H 4 » B3 mamali (monammas)
» [ processes (monsmmad)
Ee=ciiol (== v [l Bookt (monemmad - v1. 122522 7:12
7] Node Labels . Y B B00K2 monammad - v, 1225223271
o Depression_Binary onammad -vi
/ EdgeLatels PV B GermanCredit (naharmad - vt 120
(TR =3 B Giobal Superstore Orders 2016 (me
o 103 (mohammad - v1, 1211722 1:09 Al
B KNN_dataset (morammsc - 1, /102
e e Bl Sheet 1 (mohammad - v1, 122022 40
Bl Uelastion (monammas - v1, 121722 5]
12 Y Bl all (monsrmad - 1, 572220 109 P - {
o = B 255 (rohammad - v1. 122522 333

B c_data (ronarmes 1, 5720 12577
[ T ——————
B cluster_2 onammes -1, 12252251

B clustering_data rerarmas 1. 110
v

< [} >

& @“@ﬂ@ R0 H





image10.png
& NumberofRecords_bin

¢ (BB 6o > Preview]
setngs pmoions
=
Model Summary
Target Number of Records_bin
Model Muttilayer Perceptran
Stopping Rule Used Error cannot be further decreased
Hidden Layer 1 Neurons. 4
rse et
T
o ak
Accuracy

El





image11.png
& NumberofRecords_bin

 [BHe Ogeneme (> Breview] (&)
‘setings Aoroions

O A=

Predictor Importance

Target: Number of Records_bin

6262477911157.000000

6260002931205.000000

6260469900455.000000

6263812801973.000000

6260990611127.000000

6260469904774.000000

6260469952485.000000

6260111372555.000000

6261140054666.000000

6261149058039.000000

00 02 04 05

08 10

(6257 193055039.000000]57 030000]

Least Important

Most Important

(o0 | Resat

CIRRYE

& (P& 0





image12.png
& NumberofRecords_bin

ﬁ B Ele O Generate “@

=)

Classification for Number of Records_bin
Overall Percent Correct = 85.9%

Row Percent

less_eighty __ more_eighty | M10000

Hs000

less_eight 140%| W60.00
D 000
2000

more_eighty 000

Style: |Row per. :'

(Lo J(cancel

CIRIENEIE

& [ &« O H




image13.png
& NumberofRecords_bin

 [BHe Ogeneme (> Breview] (&)
‘setings poroions

O A=

Biass”

2624779
11157.000 31205000 00455000 01873.000
000 000 000

000

Number of
Records_
bin

&

Neuropf” Neuron? Neurond Neuropd

62600020 62604699 62638128 62600006 62604699 62604699 62601113 62611430 62611490
19127.000 04774000 52485000 72555000 54666000 503,000
000 000 000 000 000





image14.png
2200170.000000
¢ (B 6ceneme (> review] (1)
=
Model Summary
Target 2200170.000000
Model Multilayer Perceptron
Stopping Rule Used Error cannot be further decreased
Hidden Layer 1 Neurons 2
- e s
834%
e o me s e o
Accuracy

N





image15.png
& 2200170.000000

=)

¢ (B 6ceneme (> review] (1)

Predictor Importance

Majmo Tedad Kalaye Forush

Number of Records

Recency

Mablagh Forush Khales Pasaz
Bargashii

00

Least Important

Most Important

I RIEIEIPIRE)Y

s P&« H




image16.png
& 2200170.000000

*®

BEle O Generate [ preview] (]

=)

Classification for 2200170.000000
Overall Percent Correct = 83.4%

Row Percent
10000





image17.png
& 2200170.000000

ﬁ i File O Generate M

200700
0000
&
was & Newromt & Neuron2 &
s s s 4
e Numberof ol
Bias Kalaye Records Recency Khales
Foroth [

N





image18.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 =
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

. Tree (Decision Tres) i ExampleSst (//Local Repository/balanced_data) Repository.
Result History % PerformanceVector (Performance) Hl ExampleSat (Set Rale) © raava -
2”.":’ ® Tadle View () PlotView “Bs e A
% T
PRI ‘accuracy: 70.28% +/- 3.06% (mikro: 70.28%) v Il Local Repository (mehammad)
rue No_Chum rue Ghum class precision btz

» £ mamali (morammec)

pred No_Chum o 2 80.17%
» B3 processes (monarmes)

Desciption prec. Chum 5 156 es21% B 800Kt (ohammad - vi 122522 7121

aass recal s200% a67% B B0z monarmmas -1 1228223271
P —

[ T ———
Anotatons B Global Superstore Orders 2016 o

& 103 (renarmaa 1 1211722 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B batanced (orarnes -1, 12202231
B c_data (ronarmes 1. 5720 12577
B chum onammes -1, 122922 4007

B class_3 ronammas -1 122902 124

< [} > < [} >

IZ3e cPBac |

= NORE]





image19.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 =
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

. Tree (Decision Tree) i ExampleSet (/Local Repository/balanced_data) Repository
Result History x % PerformanceVector (Performance) i ExampleSet (Set Role) rY _.
% PerformanceVector > B samples -
» 308
Performance | o, ¢ormancevector: ~ B Local Repository (meharmnss)
accuracy: 70.28% +/- 3.06% (mikro: 70.28%) » B Work (motammac)
Confusionacrix: S —
True: No_Churn Churn
e e b [ processes (monammss)
o Ths 1ee Ot s e
e A —|
o Depression.Binar (raharmad -1
1 GermanCreditranarmad - v1, 72
S B Global Superstore Orders 2016 (mor

& 103 (renarmaa 1 1211722 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B batanced (orarnes -1, 12202231
B c_data (ronarmes 1. 5720 12577
B chum onammes -1, 122922 4007

B class_3 ronammas -1 122902 124

< [} >

S [0« O E‘




image20.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

= | )

File Edit

A\ emHE |-

Result History X
. Tree (Decision Tree)
zo0m
2 (5 2
Graph. -
s
H 4
Description Tree
/| Node Labels
|| Edge Labels

Annotations:

Process View Connections Cloug  Sefings _Extensions.

oce b -

% PerformanceVector (Performance)

Views:

Design

M ExampleSet (Set Role)

4 ExampleSet (/Local Repository/balanced_data)

(ezeurersonst

S0ms0m0
by
Churn| Ho_Churn | [Ho_Churn |

Ho_Churn

o_Churn

Ho_Churn

o
N
[szereossiies)
<050
e W—
(22008
som R
N
(z20202:
som R
. E—
[szsaseraon|
som RS
—
(s28142480
som -
< (st
som
oG |<
som
fiaGhm}<

@ cursions? -

Repository

© Agapats

[
«

» [ Samples
» 308
~ I Local Repository morammsc)
» B Work (monammas)
» £ mamali (morammec)
» B3 processes (monarmes)
I Book! moammad - v, 122522 72121
I Book? motammad - v, 122522 327§
o Depression_Binary onammad -vi
[ ——
B Global Superstore Orders 2016 (mor
(O e,
B KNN_datase (monarmad - v1, 1028
S i ez
[T ———————
(& - rmamzmn
(s e mma
e ———————
M eemn e sz
() oy i o

B class_3 ronammas -1 122902 124

< [} >

v

© C S]]

e P B b

I




image21.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 =

File Edit Process View Connections Cloud Seftings Extensions

S (> m =

A\ emHE |-

Result History

. Tree (Deci

'Z& Tree

Graph

x

n Tree)

% PerformanceVector (Performance)

Design Results.

M ExampleSet (Set Role)

4 ExampleSet (/Local Repository/balanced_data)

6261061100533 > 0.500: No_Churn {No_Churn=27, Churn=0}

6261061100533
6260100103955 > 0.500: No_Churn {No_Churn=14, Churn=0
6260100103955

Annotations:

<

0.500

0.500

6267604414693 > 0.500

6260161504913 > 0.500: Churn {No_Churn=0, Churn=2}

| 6260161504913 < 0.500: Ne_Churn {No_Churn=31, Churn=0}
6267604414693 < 0.500
2200562 > 0.500: No_Churn {No_Churn=g, Churn=0}
2200562 < 0.500
2202022 > 0.500: No_Churn {No_Churn=g, Churn=0}
2202022 < 0.500

6260867403183 > 0.500: No_Churn {No_Churn=6, Churn=0}
6260867403183 < 0.500
6261424600564 > 0.500: No_Churn {No_Churn=6, Churn=0}
6261424600564 < 0.500

6261754608674 > 0.50!
6261752608674 = 0.500

No_Churn (No_Churn=S, Churn=0}

| 2205450 > 0.500: No_Churn {No_Churn=4, Churn=0}

2205450 < 0.500

| 2208581 < 0.500

|1 6260532812111 > 0.50

| 2208581 > 0.500: No_Churn {No_Churn=4, Churn=0}

No_Churn (No_Churn=4, Churn=0}

Repository

[
«

© Agapats

» [ Samples ~
» 308
~ I Local Repository merammee)

<

» [ Work (mohammad)
» [ mamali (monammad)

» B3 processes (monarmes)

B 800K (menarmes -1, 1225227121
B B00K2 (menarmes v, 1225225271
4 Depression_Binar (rorarmas -

[ T ———
1 Global Superstore Orders 2016 (e
& 103 (renarmaa 1 1211722 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B batanced (orarnes -1, 12202231
B c_data (ronarmes 1. 5720 12577
B chum onammes -1, 122922 4007

B class_3 ronammas -1 122902 124

[} >

[y ]

S [0« O E‘




image22.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 =
File Edit Process View Connections Cloud Seftings Extensions

Qm=mHEl-] BE - n vews: | Desion Resuts @ oussuons? +

. KNNClassfication (k-NN) | ExampleSet (Local Repository/balanced_data) Repository
Result History x % PerformanceVector (Performance) A ExampleSet (Set Role) © Addpata =v
Criterion @ Table View () PlotView 8
‘ acauracy » B Samples =
» 308
FEETE ‘accuracy: 51.67% +1- 2.22% (mikro: 51.67%) ~ I Local Repository (menarmad)
rue No_Chum rue Ghum class precision D =)

» £ mamali (morammec)

pred No_Chum 89 8 5174%
» B3 processes (monarmes)

Desciption prec. Chum 91 a7 s150% B 800Kt (ohammad - vi 122522 7121

aass recal 9489 s200% B B0z monarmmas -1 1228223271
P —

[ T ———
Anotatons B Global Superstore Orders 2016 o

& 103 (renarmaa 1 1211722 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B batanced (orarnes -1, 12202231
B c_data (ronarmes 1. 5720 12577
B chum onammes -1, 122922 4007

B class_3 ronammas -1 122902 124

< [} > < [} >

S [0« O ﬂ




image23.png
) E\research activities\S. Data Mining reseaech\thesis\1400\n,le2 Ji\3:¥ si\data\3\dlassification_3\method_3.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 =
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

. KNNClassification (k-NN) i ExampleSet (/Local Repository/balanced_data) Repository
Result History x % PerformanceVector (Performance) i ExampleSet (Set Role) rY _.
% PerformanceVector > B samples -
» 308
Performance | o, ¢ormancevector: ~ B Local Repository (meharmnss)
accuracy: 51.67% +/- 2.22% (mikro: S1.67%) » B Work (motammac)
Confusionacrix: S —
True: No_Churn Churn
o e poi b [ processes (monammss)
i Ot s e
e A —|
o Depression.Binar (raharmad -1
1 GermanCreditranarmad - v1, 72
S B Global Superstore Orders 2016 (mor

& 103 (renarmaa 1 1211722 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B batanced (orarnes -1, 12202231
B c_data (ronarmes 1. 5720 12577
B chum onammes -1, 122922 4007

B class_3 ronammas -1 122902 124

< [} >

S [0« O E‘




image24.png
) <new process*> — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

G=Iioy X ]

File Edit Process View Connections Cloud Seftings Extensions

ViemllHEl | (2 (B R Views Design Resuts
Repository Process
© AddData - © process

[l data_6_montns - pre - Copy (monammd - v1. 1220/
Select Attributes

- -

B ata_fnal (ronarmas -1, 122822 1045 A 5541
B catareat renarmes -v1 122922 rsz - 1em) || D

B st outlr_py (rohammad v, 121122508 Av -7

TG e v
(e emmmem o) = Retrieve data_final
[ e s ) o~
(P T e ) v
< ] >
Clusterin
Operators 9
-
perfor x o
e o vy v

~ B Segmentation (4)

% Cluster Count Performance
9 Cluster Distance Performance
% Cluster Density Performance.
% Item Distribution Performance

% Performance

% Extract Performance

5 Combine Performances v

i\ Recommendations unavailable

@ cursions? -

Parameters

100% 0 £ ° [ % @ [ | % Performance (2) (Cluster Distance Per..

Performance (2)

main criterion Davies Bouldin v | @

‘main criterion only. o}
nommaize o}

maximize o}

% Hioe aovanced parameters

Help

Cluster Distance

% Pperformance
RapidMiner Studio Core

Synopsis.
This operator is used for performance

gvaluation of entroid based dusterne
< >

© C S]]

s P&« E‘




image25.png
) C:\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

File Edit Process View Connections Cloud Seftings Extensions

Jmdl- (9= (bl

Design Results

Repository. Process.
= @ Process » 0% 0 P P H %@ H
o MONAMMAA2 (monarmmad -vi 8720720 1155 AM - 1
o briec 1 roremmas 1. 82521 1223711 .
i
o S21am (mohammad - v1, 1020120 1252 P - 348)
B Spine (monammad - v1, 97122 602 P - 3015)
& 1Y (monammad - v1, 9114720 7.0 FI - 0148)
B —— Retrieve data_final Select Atributes Clustering Write CsV
R - o a w 4w
» B NewLocaRepository rnermec) = c B [ I "I
b CloudRepository (isconnecies) v A
< [ > v 4
Operators
write x
v 7 Data Access (10) ~
~ B3 Files (6)
~ B3 Wite 6)
2, Wite CSV
2, Wite Excel
2, Write Special Format
@ Wite ARFF
@ Wite XRFF v

+ Get More Operators

i\ Recommendations unavailable

Parameters
L wrte csv

csviile associacsy | B @
column separator o

/] wite attribute names ©

/| quote nominal values ©
/| format date atributes ©
appendtofile o

‘encoding SYSTEM v @V
% Hioe aovanced parameters

Help

4+ Write CSV
RapidMiner Studio Core

Synopsis.
This operator is used to write CSV files
(Comma-Separated Values).

jump to Tutorial Process

© C Sd][iE]

& [ &« O ﬂ




image26.png
) C:\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

G=Iioy X ]

Ele Edi Process View Connecions Cloud Sefings Extensions
hRIR-— B - REAR R == P - B Views Design
Repository Process

© AddData - © Process »

P mohammad2 (mohammad - v1, 8720120 11:55 Al - 148)

Humeri
P project_1 (mohammad - v1, 82221 12:23 P11 - 748)

o
P salam (monammad - v1, 10/30/20 12:52 P - 2 48)

Bl spine (mohammad - v1. 57122 6:02 P - 30 k8) Retrieve clust_gsso... >
4 ¥y (mohammad - v1. 8/14120 7:09 PM - 8 k8) fadiit
Bl data_final_clust_associa (menammes - v1, 122822 701 71 A Select Attributes:

Bl clust_associa (monammad - v1. 12:28122 7:08 P - 118 M)

o - -

Filter Examples.

| NewLocalRepository (merarac)
< [} >

<

Operators
assac x

~ B Modeling (6)
~ B Associatons (6)
= FP-Growin
5 Create Association Rules

= Apply Association Rules.

1 Generalzed Sequentil Patters
5 Htem Sefs to Data

= Unify tem Sets.

+ Get More Operators /i Recommendations unavailable

[1] Process 335 L [1] Numerical to Binominal 195

100%P2 P P H G @

Create Association Rules

e

@ cursions? -

Parameters

7 Create Association Rules

crterion confience v |®
minconfidence 05 D
gaintheta 20 D
aplacek 10 D

% Hioe aovanced parameters

Help

Create Association

= Rules

RapidMiner Studio Core

Synopsis.
This operator generates a set of

association rules from the given set of
fronuient iramcate

Recommendations Update N

© C Sd][iE]

& [ &« O E‘




image27.png
b C:A\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 = ) s
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

Result History A ExampleSet (Select Attributes) Repository
4 ExampleSet (/Local Repository/clust_assacia) | ExampleSet (/Local Repository/data_final_clust_associa) © haapats _.
¥ FrequentitemSets (FP-Growth) ¥ AssociationRules (Create Association Rules)
» [ Samples A
— No.of Sets: & size Support ttem 1 ttem 2 ttem 3 tema tems » 3o
Total Max Size: 5 ~ I Local Repository (menemmes)
5 0858 2203314 2204359 2202312 2201691 2201658
EEE » [ Work (mohammad)
Min.Size: |5 5 0858 2203314 2204359 2200170 2201691 2201658 » I mamali onammac)
Max sze: [5 5 0858 2203314 2204359 2201691 2201658 2201655 » [ processes (monammas)
B B00K1 (moharmmsd - v1, 1225227128
Contains tem: 5 0883 2203314 2202312 2200170 2201691 2201658
frmETE B B00K2 (moharmsd - v1, 1225722 327§
5 0858 2203314 2202312 2201691 2204364 2201658 TS
s osee o o oo [P M Comncusat o . 212

1 Global Superstore Orders 2016 (e
& 103 (renarmaa 1 121122 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B c_data (ronarmes 1, 5720 12577
[ T ——————
B cluster_2 onammes -1, 12252251
P T e ———

< [} >
Recommendations Upcate [

© C Sd][iE] PR a0 I





image28.png
) C:\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

G=Iioy X ]

File Edit Process View Connections Cloud Seftings Extensions

oce b -

A\ emHE |-

Result History

M ExampleSet (/Local Repositary/clust_assacia)

¥ FrequentitemSets (FP-Growth)

‘Show rules matching

—
e ——
=
v
o
o
A e
o
Graph
s
et
Description
-
n e
e o

Min. Criterion Value:

677

687

691

692

701

702

708

707

71

712

Views: Design

Results.

M ExampleSet (Select Attributes)

4 ExampleSet (/Local Repository/data_final_clust_associa)

¥ AssociationRules (Create Association Rules)

Premises
2204369, 2200170, 2201691
2202312, 2200170, 2201691
2202312, 2201691, 2204364
2200170, 2201691, 2204364
2204359, 2202312, 2201691
2203314, 2204359, 2202312, 2201691
2204369, 2200170, 2201691
2203314, 2204359, 2200170, 2201691
2202312, 2200170, 2201691
2203314, 2202312, 2200170, 2201681
2202312, 2201691, 2204364
2203314,2202312, 2201691, 2204364
2200170, 2201691, 2204364

2203314, 2200170, 2201691, 2204364,
[

Conclusion

2201658
2201658
2201658
2201658
2203314, 2201658
2201658
2203314, 2201658
2201658
2203314, 2201658
2201658
2203314, 2201658
2201658
2203314, 2201658

2201688

@ cuestons? -

Repository

[
«

© Agapats

» [ Samples
» 308
~ I Local Repository merammee)

<

» B Work (mohammac)

» [ mamali (mohammac)

» [ processes (monammas)
B 800K (menarmes v, 1225227121
B B00K2 (menarmes v, 1225225271
4 Depression_Binar (rorarmas -
[ e T ———
B Global Superstore Orders 2016 o
& 103 (renarmaa 1 121122 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B c_data (ronarmes 1, 5720 12577
[ T ——————
B cluster_2 onammes -1, 12252251

B clustering_data rerarmas 1. 110

[} >

© C Sd][iE]

& (P& 0





image29.png
) C:\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8

G=Iioy X ]

File Edit Process View Connections Cloud Seftings Extensions

) mH - Se -l Views:|  Design Results

Result History ExampleSet (Select Attributes)
Y [

4 ExampleSet (/Local Repository/clust_assacia) 4 ExampleSet (/Local Repository/data_final_clust_associa)

¥ FrequentitemSets (FP-Growth) ¥ AssociationRules (Create Association Rules)

‘Show rules matching

— = ==
T GRS M 341 2204359, 2201691 2204364
2203314 344 2202312, 2201691 2204364
o
o - [ s
A e
A W |z -
raph
moas w [ s
2201655 368 2204359, 2201691 2203314, 2204364
o | v
Description
|z e —
[ v
= [ e —
-
W mwnaweans s
n e = |z -
e | m | e o s s
ips— - |z a1 2o

< [

@ cuestons? -

Repository

[
«

© Agapats

» [ Samples

»

Hos

~ Bl Local Repositry (menarmmas)

<

» B Work (mohammac)

» [ mamali (mohammac)

» [ processes (monammas)
B 800K (menarmes v, 1225227121
B B00K2 (menarmes v, 1225225271
4 Depression_Binar (rorarmas -
[ e T ———
B Global Superstore Orders 2016 o
& 103 (renarmaa 1 121122 1109 8
[ C———
B Sheet 1 monmmas 11 12202254
B Uelastion renarmes -1, 21722
[T re———
I T pe——
B c_data (ronarmes 1, 5720 12577
[ T ——————
B cluster_2 onammes -1, 12252251

B clustering_data rerarmas 1. 110

[} >

© 6 oD =

& (P& 0





image30.png
b C:A\Users\mohammad\Desktop\uuu.rmp* — RapidMiner Studio Community 7.1.001 @ WINSOLA-FBC51C8 = ) s
File Edit Process View Connections Cloud Seftings Extensions

) el -] 2l (B Views Design Results @ cuestions? ~

Result History % A ExampleSst (Select Aftibutes) Repository
M ExampleSst (/Local Repasitory/clust_assacia) A ExampleSst (/Local Repasitory/data_final_clust_assacia) rY _.
& FrequentiemSsts (FP-Growth) & AssociationRules (Create Association Rules)
e ~ » [ Samples ~
— » Hos
= M ~ I Local Repository merammee)
bz /] Node Labels » B Work (mohammag)
» £ mamali (roharmmes
Edge Labels = ! !
» B processes (monammas)
Fiter

B Bookt imanarmmas -1 1228227121
Show ules matching

AN

B B0z monarmmas -1 1228223271

allofthese conclusions: 4 Depression_Binar (rorarmas -
Fulo 452 0.6310589)
po0sate e B i [ e T ———
2204369 ¢ - "“"“‘“ff’“”’ Fl Global Superstore Orders 2016 (mer
202312 N
[ \ 103 (menammad v, 1211722 1109 8
R=scioho 2200170 ! [ &
2201691 | [ [ C———
|
2206354 \ B Sheet 1 monmmas 11 12202254
2201658 — L1 -
2201650 Fulo 445.0.96310.589) e B Uelastion renarmes -1, 21722
- Al ronarmas -, 52220 103 P 1
Anotatons - a
in.Crteron
I T pe——
confidence M B c_data (ronarmes 1, 5720 12577
i, Grierion Value [ T ——————
B cluster_2 onammes -1, 12252251
P T e ———
< ] > < ] >

© C Sd][iE] SRR a0 I




image1.png
BUSINESS





image31.png




image32.png




image33.svg
     


